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Global Forum on Cyber Expertise (GFCE)

Ambition: to become the global platform where public and 
private companies exchange expertise and best practices on 
cyber capacity building. 

Organisation: such international cooperation currently takes 
mostly place via bilateral relations or in a regional setting. 

Offering: a platform to effectively cooperate on a global level 
that is pragmatic, action oriented and flexible. 

Aim: to develop practical initiatives in order to: 
• take advantage of opportunities in cyberspace, and: 
• overcome evolving challenges in the field.



Global Risks Report 2018

“… this generation enjoys unprecedented 
technological, scientific, and financial resources, 
which we should use to chart a course towards a 
more sustainable, equitable and inclusive future. 
At the same time, the risks are greater than ever, 
with an important role for disruptive technologies 
that may be used to affect societies in good and 
bad ways, and with cyberattacks amongst today’s 
biggest threats to disrupt society.”



Internet Infrastructure Initiative

• Aim: to help build a robust, transparent and resilient internet infrastructure. 

• Rationale: A robust, open and resilient internet infrastructure is key to counter 
infringements and threats to the cyber domain, and:

• diminishes the chances and impact of cyber-attacks (like DDoS) and  cybercrime (hacking malware, 
phishing, botnets) and SPAM. 

• enables the public to maintain confidence and trust; 
• is a precondition for the use of the internet as a means to boosting innovative and economic 

activities.

• Offering: this Initiative seeks to deepen and broaden the know-how in locally applying, 
testing and monitoring compliance with widely agreed open internet standards. 

• Key elements include national internet infrastructure protection, internet exchange points, 
registries, open source software, email security and routing security.



Focus on accepted Open Internet Standards

•DNSSEC
•TLS

•DANE
• IPv6

•DMARC
•DKIM
•SPF

•…



Setting up Capacity building events

Targeted at regions that are catching up

Bringing together regional stakeholders

Awareness raising on Open Internet Tools

Inspiration through Good Practice Examples

Impact through joint commitment for action



Help make the Internet more reliable in your region

Contribute with 
good practice 
examples to events

1

Support an event in 
your region as co-
organizer or 
participant

2

Improve the 
reliability of Internet 
by taking action
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Supported by 
global and regional 
stakeholders
• GFCE members

• Governments
• International Organisations
• Businesses

• Regional Internet Registries
• All regions

• Internet Society
• Global office
• Local chapters

• NL Ministry of Economic Affairs



AGENDA 
11:30    Block I: Better Use of Today’s Open Internet Standards

13:00    Lunch

14:00 Block II: Inspiration from Good Practice Actions

16:00    Block III: Action Planning for a More Trusted Internet

17:30    Conclusions and Closing Remarks



From State-of-Practice to State-
of-the-Art, together

Joint priority setting and action planning following the Open Space 
method



“What to do to improve 
justified trust in using the 
Internet and email in the 
region”

Purpose of the Day



Open Space Method

• All of the issues that are most important to those attending will be raised and included in the 
agenda: YOU set the agenda.

• All of the issues raised will be addressed by the participants best capable of getting something 
done about them: YOU choose to which issues you contribute.

• All of the most important ideas, recommendations, discussions, and next steps will be 
documented in our meeting report.

• Taking into account the time we have we will identify the “Top 5”.
• You may decide to form a group to draft action plans for the highest priority issues, after the 

workshop.



Success 
formulae

1. Power of the coffee machine: why is gathering 
around the coffee machine such an important 
contribution to developing a business? People 
gather without an agenda and discuss what is 
most prevalent.

2. Law of Two Feet: when there is nothing 
more to contribute to a conversation, use 
your feet and walk on to join the 
conversation about another issue.

3. Be concise, and don’t get lost in “stories” – it is 
all about purpose and approach



The Four Principles

Every issue of any importance, to any person willing to take some 
responsibility for it, gets posted on the community bulletin board, the 
Marketplace wall. 
Please use one of the A4’s and a marker and also put your name on it!

Remember:
1. Whoever comes is the right people. 
2. Whatever happens is the only thing that could have. 
3. Whenever it starts is the right time. 
4. When it is over, it is over.



At 16:30 we start the Market
Be there to explain your idea and to get input – or to provide input to 

one or more ideas that you want to contribute to.



Triple I is a 
GFCE project

www.thegfce.com 

For more information contact:
maarten@gnksconsult.com 



About Maarten 
Botterman

• More than 25 years experience with work “in 
the public interest”: where connected technologies 
touch society - internationally 

• Independent analyst, strategic advisor, moderator and 
chairman, see for more: www.gnksconsult.com 

• Currently chairing: IGF Dynamic Coaltion on Internet of 
Things (www.iot-dynamic-coalition.org/); PICASSO Policy 
Expert Group (www.Picasso-project.eu), and Supervisory 
Board of NLnet Foundation (www.nlnet.nl.)

• ICANN Board Member (www.icann.org) 
• Full CV:  https://www.linkedin.com/in/botterman
• Email: maarten@gnksconsult.com 



Improving Cyber Ecosystem Health through 
Metrics, Measurement and Mitigation Support 

GFCE workshop, Senegal 
May, 7, 2018
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The CyberGreen Institute is a global non-profit 
organization focused on helping to improve the 
health of the global Cyber Ecosystem.

Cyber Health Measurement.
We measure Risk-to-others. 

Provide a clearinghouse for 
Risk Mitigation BCPs. 

Conduct weekly Internet 
scans for risk condition data

Advocacy 

Capacity Building
needs analysis and 
impact measurement 



We work with partners, including 
governments, seeking to address Cyber Risks.
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Sponsors Collaborators
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Recognized as Global Good Practice
presented at GFCE / GCCS conference in New Delhi
https://www.thegfce.com/good-practices/incident-capture-and-analytics

p.31-35: Establish a clearing house for gathering systemic risk conditions data in global networks
p.36-40: Produce and present trusted metrics about systemic risk conditions
p.41-44: Assist with cyber-risk mitigation and keep score of successes
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Key Questions  

• Do you know the state of your cyber ecosystem 
health of your country? 

• Do you know how to improve it? And it’s impact? 



Applying Public Healthcare approach into Cyber

Incidents; 
Patients disease counts 

e.g. Malaria Patients 
counts  

Environmental 
Conditions;
e.g. level of 

untreated swamp 
water, Hygiene 

level  

Transmission 
vector; 

e.g. mosquitos 
counts,  

Number of 
observable
Incidents 

Presence of Malware,  
Botnets
Infection 

OS Update,  
Misconfiguration, 
Vulnerable nodes,  

Education,
Readiness, risks



Lack of understanding of State of health, risks and 
measurement for Cyber Ecosystem 
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CyberGreen: What we measure
Type Description

Open DNS Domain Name System (DNS) is a standard protocol that translates human-
friendly host names like www.cybergreen.net into numerical, Internet Protocol 
(IP) addresses such as 197.222.126.114  DNS can have an amplification factor 
of up to 179. In other words: 1 Byte turns into 179 Bytes in DDOS traffic.

Open NTP Network Time Protocol (NTP) is standard protocol for time synchronization for 
devices on a network, used by servers, mobile devices, endpoints and 
networking devices from all vendors. NTP has an amplification factor of 556.9.

Open SNMP Simple Network Management Protocol is for collecting and organizing 
information about devices on networks, including cable modems, routers, 
switchers, servers, printers etc. SNMP has an amplification factor of 6.3.

Open SSDP Simple Service Discovery Protocol (SSDP) is the standard search protocol for 
Universal Plug and Play (UPnP) UPnP is pervasive - it is enabled by default on 
home gateways, network printers, webcams, network storage servers, and 
“smart home” devices such as thermostats, automated assistants and wireless 
home security systems that are part of the Internet of Things (IoT). SSDP's 
amplification factor is ~ 30.
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10 Copyright CyberGreen
Sept 2016

© 2016, 

Abuse-able systemic conditions posing 
risks to others *including to yourself* 

Open recursive DNS servers

Open NTP servers

Open SSDP servers

Open SNMP servers
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DDoS attack against DynDNS 
October 21, 2016
- Mirai Bot infected IoT devices 
- Twitter, Spotify, Reddit, netflix, Wall Street Journal, 

Github… and other major services down 
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DDoS case study : Memecached servers,  
February, 2018  

- The largest recorded attack – peak 
of 1.35 Tbps

- Weaponized misconfigured 
memecached servers

- Targeted GitHub

- More than 2x larger than Mirai

- We should expect more massive 
attacks like this – and we should be 
prepared
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Why do you have to CARE?

Economic Productivity
• Service interruption or failure of business operations relying on 

network connectivity, particularly for seasonal operations 
• Time sensitive operations
Brand
• Loss of reputation with customers and partners

Technical
• Network service interrupted
• Isolation of victim network by network providers from the rest 

of Internet to mitigate collateral damage to other customers
Financial
• Loss of business resulting from service interruption
• Cost of specialized DDoS mitigation services
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Global View   
http://stats.cybergreen.net
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Senegal Overview

• Open DNS is the biggest problem area, followed by open NTP

Let’s compare Senegal to other African countries…

Week of April 23, 2018 – April 29, 2018
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Compare with Senegal, Angola, Tanzania, Ghana 
Total Potential DDoS Bandwidth
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A note on methodology

CyberGreen’s v2.1 metrics report risk to others in terms of “How bad 
could it be?” This means that CyberGreen v2.1 metrics factor in the 
scale potential for amplification by protocol by node. Whereas the 
v2.0 Index is a rank order by the size of the unmet mitigation need, 
the v2.1 Index is a rank order by the size of the DDoS that could be 
mounted from the country, the AS, or the alternate entity should all of 
their nodes currently available to attackers were to be used in a single 
attack. In short, the v2.1 Index measures “offensive potential” — with 
the obvious caveat that we do not mean intentional offense but 
rather the degree to which the country, the AS, or the alternate entity 
can be made to engage in offense whether it wanted to or not. 

Note: This formula for offensive potential does not take into account 
maximum upstream speeds of the observed unit. Our metrics experts 
at CyberGreen are currently discussing development of metric Version 
2.1.5 to address this. 
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Compare with Senegal, Angola, Tanzania, Ghana
Open DNS
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Compare with Senegal, Angola, Tanzania, Ghana, 
Nigeria 
Open NTP
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Compare with Senegal, Angola, Tanzania, Ghana, 
Nigeria
Open SNMP
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Compare with Senegal, Angola, Tanzania, Ghana, 
Nigeria
Open SSDP



ASNs/ISPs in Senegal 
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So let’s look at Senegal’s ISPs

•An Autonomous System Number (ASN) is a number 
used by network operators to uniquely identify an 
independent IP network that has its own routing 
policies
•Senegal has 10 ASNs assigned to 4 Network 
Operators (most of whom are ISPs)
•And not all are equal…



Let us examine performance of best 
practice deployment of network equipment

In each case let’s ask:
oWhat has caused an improvement
oWhat has caused a worsening of “polluted” 

deployments

24
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Comparison across 4 Senegalese ASNs
Open DNS
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Comparison across 4 Senegalese ASNs
Open SNMP
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Comparison across 4 Senegalese ASNs
Open NTP
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What can be done?

Download CyberGreen Mitigation Materials at 
http://www.cybergreen.net/mitigation/
Mitigation approaches: 
- How to identify your vulnerable servers/devices across your network 
- How to find hosts running under risk conditions
- Step-by-step actions (e.g. update devices, reconfiguration, block 

certain protocols, disable services, implement certain BCPs)
- How to verify your fix 

http://www.cybergreen.net/mitigation/
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Country level analysis report 
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The public policy challenge

Market failures are resulting in network operators and 
device manufacturers not being incentivized to ensure 
improved cyber security practices in their operations. 
The result is a large global base of vulnerable 
computers, modems/routers and Internet of Things 
devices which can be manipulated by Cyber criminals. 
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Communications regulators and/or 
CERTS should:

Utilize publicly available data on network risk 
indicators to engage ISPs to encourage better device 
deployment processes and operational decisions. 

Encourage the adoption of the Internet Society’s 
Mutually Agreed Norms for Routing Security, or 
MANRS (https://www.manrs.org)  by network 
operators. 

https://www.manrs.org/


Thank you!

Yurie Ito
yito@cybergreen.net

mailto:yito@cybergreen.net


Ing.Octavia de Weerdt
Director

www.NBIP.nl

NBIP NaWas
How a joint effort approach is efficiently fighting DDoS attacks in 

the NL cyberspace

05/07/2018



Who we are



Sector initative started in 2002

•Lawful Interception (LI) compliancy solution for
the lawful interception Act (the NL 
Telecommunications Act)
•Smarter together
• Independent not-for-profit foundation

Who we are

© Copyright NBIP – april 2018



DDoS attacks increasingly
complex after 2013

Where to start?



One anti DDoS solution

• Detect
• Mitigate
• Analyse and Report

NaWas (Nationale Wasstraat)  in 2014 is a NBIP initiative. 

• The  NaWas is able to mitigate any DDoS attack 
• Available as a service.
• Cooperative model

2018 and beyond

• Continuity services for AS owners with their own solution in place
• 2nd scrubbing center operational in fall 2018
• Distributed model
• First European members 
• Mature services compliant with all (Privacy) european demands

Anti DDoS protection

© Copyright NBIP – april 2018



• by the customer
• flood
• application attack

DDoS Defender
• thresholds
• type of traffic
• flowdata
• packets

DDoS detection
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• BGP advertisement of more 
specific prefix

• multiple devices

• UDP, TCP, floods, application layer

DDoS mitigation
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DDoS mitigation

An ordinary week

© Copyright NBIP – april 2018



• Most attacks between
1 and 10 Gbps
• Average of

3 attacks a day

• Most of the attacks < 60 
minutes
• Few attacks of 

4 hours (longest attack=  
23 hours)

DDoS 2017 Facts and figures (1) 
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UDP amplification is the most 
“popular” attack

DDoS 2017 facts and figures (2) 

28%

58%

14%

DDoS-type hoofdgroep 
verdeling

TCP flood

UDP amplification

UDP flood

7%

58%

12%

0%

17%
1%1%1%3%

UDP amplification DDoS-types

Chargen amplification

DNS amplification

LDAP amplification

Netbios amplification

NTP amplification

RIPv1 amplification

RPC portmapper amplification

SNMP amplification

SSDP amplification

UDP amplification through DNS 
© Copyright NBIP – april 2018



(march 2017 
elections)

DDoS 2017 facts and figures (3) 
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(maart 2017 
tweede kamer 
verkiezingen)

DDoS 2017 facts and figures (3) 
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Anti DDoS facts and figures 2017

Register to get the full 2017 report

https://www.nbip.nl/2018/04/21/trends-and-
figures-of-2017/

© Copyright NBIP – april 2018
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Knowledge Sharing

R&D projects together with Unversities
https://www.ddos-patterns.net



• (Vendor) independent
• Protection as a service
• Share the knowledge
• Connect everybody

• Trusted party

Succes keys

© Copyright NBIP – april 2018



Together. 
Smarter and stronger

© Copyright NBIP – april 2018



Security and privacy of smart-home
devices and services

Trust by Design: The Internet of Things 

Kevin G. Chege

ISOC

Date



The number of IoT devices and systems
connected to the Internet will be more than

2.5x the global population
by 2020 (Gartner). 



As more and more devices 
are connected, privacy and 
security risks increase.

And most consumers don’t even know it.



What type of risks? 

Unlocking doors, turning on cameras, 
shutting down critical systems and 
theft of personal property. 

People’s safety or the safety of their 
family might even be at risk.

Large IoT-based attacks, such as the 
Mirai botnet in 2016, have crippled 
global access to high-profile Internet 
services for several hours. 

2



A connected world offers the promise of 
convenience, efficiency and insight, but creates a 

platform for shared risk.

Many of today’s IoT devices are rushed to market 
with little consideration for basic security and 

privacy protections.

The challenges we face



Who is responsible?

Developers and users of IoT devices 
and systems have a collective 
obligation to ensure they do not 
expose others and the Internet itself 
to potential harm.

We need a collective approach, 
addressing security challenges on all 
fronts.
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• We want manufacturers and suppliers of consumer IoT devices 
and services to adopt security and privacy guidelines
to protect the Internet and consumers from cyber threats. 

• We want to educate users on the importance of secure IoT
devices and work with stakeholders involved in technology and 
security to better inform their communities on IoT.

The Internet Society is working for a better Internet.



Online Trust Alliance (OTA) IoT Trust Framework

• Provides a set of actions and principles to raise the 
level of security for IoT devices and related services 
to protect consumers and the privacy of their data 

• More than 100+ stakeholders from industry, 
government and consumer advocates contributed 
to the Framework

• Stands apart from other IoT-related Frameworks 
with its comprehensive focus on security, privacy 
and lifecycle issues, as well as a holistic view of the 
entire system

• Please visit the ISOC Booth for a copy!

8

https://otalliance.org/iot/

https://otalliance.org/iot/


Actionable principles in eight categories for 
manufacturers, developers and service 

providers

Authentication

9

CommunicationsControlDisclosuresPrivacy

UpdatesSecurityEncryption



IoT Framework Principles: It is a collective responsibility

IoT vendors and 
their supply chain

10

Distribution 
channels

Policymakers and 
governments

Consumer testing 
and product 

review 
organizations

Consumers and 
enterprises



Are you doing something in IoT in the African region?

- Are you doing research into the field of IoT or developing IoT
products? 

- Please let us know through the ISOC chapters
- This info will help us coordinate efforts in IoT and know what types of 

IoT devices are being developed in the region
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Visit us at
www.internetsociety.org
Follow us
@internetsociety

Galerie Jean-Malbuisson 15, 
CH-1204 Geneva, 
Switzerland.
+41 22 807 1444

1775 Wiehle Avenue, 
Suite 201, Reston, VA 
20190-5108 USA. 
+1 703 439 2120

Thank you.

chege@isoc.org



Transnational Anti-Abuse Working Group 
(AAWG) Development
Jesse Sowell, PhD
M3AAWG Senior Advisor
Vice-Chair of Growth and Develop Directing Outreach
Cybersecurity Fellow; Stanford Center for International Security and Cooperation (CISAC)
Honorary Lecturer; University College London; Science, Technology, Engineering and Public Policy (STEaPP)

GFCE @ Africa Internet Summit 2018
Dakar, Senegal
7 May 2018
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Academic Anti-Abuse Research
Speaker Bio
Interdisciplinary Research
➔ Internet operations
➔ Industrial political economy
➔ Operations strategy

High-Level Research Statement
I study the non-state institutions the ensure the Internet 
stays glued together in a secure and stable way

Operational Epistemic Communities
Knowledge-policy interface between conventional 
top-down state actors and bottom-up capabilities and 
capacity in operator communities

1 Adapted from an early definition by MAPS 2
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Introduction to Anti-Abuse
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Anti-Abuse and Attribution
Prescriptive Ethos
“abuse is what customers complain about”2

“all information exchanges on the Internet 
should be consensual, and unless you choose 
to receive [traffic] from a third party, you should 
not have to accept it”1

Just because there is a legitimate route to a 
destination doesn’t mean all traffic using that 
route is legitimate

Provides a prescriptive ethos, but doesn’t help 
with practical application

1 Adapted from an early definition by MAPS 4
2 Definition offered by Dave Crocker
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M3AAWG Overview
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“The Messaging, Malware and Mobile 
Anti-Abuse Working Group (M3AAWG) 
is where the industry comes together to 
work against botnets, malware, spam, 
viruses, DoS attacks and other online 
exploitation”

➔ 200 member orgs “worldwide”
➔ 300-400 conference participants
➔ technology-neutral, non-political 

working body focusing on operational 
issues of Internet abuse
– Supporting technologies
– Industry collaboration
– Informing Public Policy

6

Who is M3AAWG?
Constituencies and Demographics
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“The Messaging, Malware and Mobile 
Anti-Abuse Working Group (M3AAWG) 
is where the industry comes together to 
work against botnets, malware, spam, 
viruses, DoS attacks and other online 
exploitation”

➔ 200 member orgs “worldwide”
➔ 300-400 conference participants
➔ technology-neutral, non-political 

working body focusing on operational 
issues of Internet abuse
– Supporting technologies
– Industry collaboration
– Informing Public Policy

7

Who is M3AAWG?
We Need AP Contributions

Too many US voices
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“The Messaging, Malware and Mobile 
Anti-Abuse Working Group (M3AAWG) 
is where the industry comes together to 
work against botnets, malware, spam, 
viruses, DoS attacks and other online 
exploitation”

➔ 200 member orgs “worldwide”
➔ 300-400 conference participants
➔ technology-neutral, non-political 

working body focusing on operational 
issues of Internet abuse
– Supporting technologies
– Industry collaboration
– Informing Public Policy

8

Who is M3AAWG?
We Need AP Contributions

Too many US voices

Not enough global voices, 
not enough AF voices!
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What Does M3AAWG Do?
Distill Industry Knowledge into BCPs
The “M” cubed:
➔ Messaging: abuse on any messaging platform, 

from e-mail to SMS texting 
➔ Malware: abuse is often just a symptom and vector 

for viruses and malicious code
➔ Mobile: addressing messaging and malware issues 

emerging on mobile as an increasingly ubiquitous 
platform

Develop and Publish:
➔ Best practice papers
➔ Position statements
➔ Training and educational videos

Public Policy and Industry Guidelines
https://www.m3aawg.org/for-the-industry/published-comments
The Anti-Bot Code of Conduct for Internet Service Providers
https://www.m3aawg.org/abcs-for-ISP-code

9

https://www.m3aawg.org/for-the-industry/published-comments
https://www.m3aawg.org/abcs-for-ISP-code
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What Does M3AAWG Do?
Distill Industry Knowledge into BCPs
Latest BCPs
➔ M3AAWG Best Practices for 

Implementing DKIM to Avoid Key 
Length Vulnerability

➔ M3AAWG Best Practices Introduction 
to Reflective DDOS Attacks

➔ M3AAWG Initial Best Practices: 
Arming Businesses Against DDOS 
Attacks 

➔ M3AAWG Best Current Practices For 
Building and Operating a Spamtrap, 
Ver. 1.2.0

➔ Using Generic Top Level Domain 
Registration Information (WHOIS 
Data) in Anti-Abuse Operations

➔ M3AAWG Introduction to Traffic 
Analysis

10

https://www.m3aawg.org/published-documents
https://www.m3aawg.org/Implement-DKIM-BP
https://www.m3aawg.org/Implement-DKIM-BP
https://www.m3aawg.org/Implement-DKIM-BP
https://www.m3aawg.org/Reflective-DDoS-Introduction
https://www.m3aawg.org/Reflective-DDoS-Introduction
https://www.m3aawg.org/DDoS-Recommendations-Business
https://www.m3aawg.org/DDoS-Recommendations-Business
https://www.m3aawg.org/DDoS-Recommendations-Business
https://www.m3aawg.org/spmtrp
https://www.m3aawg.org/spmtrp
https://www.m3aawg.org/spmtrp
https://www.m3aawg.org/node/23764
https://www.m3aawg.org/node/23764
https://www.m3aawg.org/node/23764
https://www.m3aawg.org/node/23692
https://www.m3aawg.org/node/23692
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Unsolicited Commercial Enforcement Net
➔ Operation Safety Net
FIRST
➔ Anti-abuse business case and outreach
Internet Society
➔ Provided training material
i2Coalition
➔ Hosting BCP
EastWest Institute
➔ Outreach and Transnational Policy Engagement
Anti-Phishing Working Group (APWG) 
➔ Anti-Phishing Best Practices for ISPs and Mailbox Providers
LAC-AAWG
➔ Updating and developing BCPs to reflect LAC dynamics
JP-AAWG Development
➔ Working with regional orgs and industry partners
AF-AAWG Development
➔ In progress with AfricaCERT

What Does M3AAWG Do?
Who Do We Work With?

11

JP-AAWG
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Outreach:
Anti-Abuse Working Group (AAWG) 

Development

12
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Regional AAWG Development
Contributing to Peer Working Groups

M3AAWG
M3AAWG
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Regional AAWGs Development
Contributing to Peer Working Groups

M3AAWG
M3AAWG

LAC-AAWG
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Regional AAWGs Development
Peer Working Group in LAC

LAC-AAWG
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Regional AAWGs Development
Peer Working Group in LAC

LAC-AAWG
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Regional AAWGs Development
Peer Working Group in LAC

LAC-AAWG

AAWG Principles and Objectives
Promulgate anti-abuse norms and principles
Further develop regional anti-abuse expertise

➔ Anti-abuse research
➔ BCPs within and across regions

Convene anti-abuse actors
➔ operators
➔ public policy
➔ LE

Represent regional anti-abuse expertise
Exchange expertise 

➔ among operators within the regions 
➔ globally, among peer regions
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Regional AAWGs Development
Contributing to Peer Working Groups

M3AAWG
M3AAWG

LAC-AAWG

JP-AAWG
AP-AAWG
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Regional AAWGs Development
Peer Working Group in Japan
Establishing New Organization
Content Sharing

➔ Bringing translated content to Japanese 
audiences

➔ Japanese members translating existing 
BCPs

Establishing initial membership set
➔ 75+ attendees at first two meetings
➔ In addition to development team, 

involvement from Equalitia, Rakuten, 
SoftBank, and others in region

Government Support for Olympics Milestone
➔ Yasuhiko Taniwaki, the Director-General 

for Information Security has provided 
endorsement and expressed his desire for 
cooperative working relationship
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Regional AAWGs Development
Peer Working Group in AF

M3AAWG
M3AAWG

LAC-AAWG

AF-AAWG

Progress
➔ AF-AAWG charter drafted
➔ AfricaCERT is the home
➔ Jean-Robert Hountomy is 

driving engagement
➔ Partnering with a variety of 

organizations including
◆ AfriNIC
◆ AFIX
◆ ISOC
◆ Cybergreen
◆ ICANN
◆ ….
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Questions?
Comments?

Volunteers?!!?

jesse.sowell@gmail.com
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The Problem

A Routing Security Overview

2



Routing Incidents are Increasing 

3

In 2017 alone, 14,000 routing outages or attacks – such as hijacking, leaks, 
and spoofing – led to a range of problems including stolen data, lost 
revenue, reputational damage, and more.

About 40% of all network incidents are attacks, with the mean duration per 
incident lasting 19 hours.

Incidents are global in scale, with one operator’s routing problems cascading 
to impact others. 



Routing Incidents Cause Real World Problems

4

Insecure routing is one of the most common paths for malicious threats.

Attacks can take anywhere from hours to months to recognize.

Inadvertent errors can take entire countries offline, while attackers can 
steal an individual’s data or hold an organization’s network hostage.  



The Basics: How Routing Works

5

There are ~60,000 networks (Autonomous Systems) across the Internet, 
each using a unique Autonomous System Number (ASN) to identify itself 
to other networks.

Routers use Border Gateway Protocol (BGP) to exchange “reachability 
information” - networks they know how to reach.

Routers build a “routing table” and pick the best route when sending a 
packet, typically based on the shortest path.



The Honor System: 
Routing Issues

6

Border Gateway Protocol (BGP) is 
based entirely on trust between 
networks

• No built-in validation that updates are 
legitimate

• The chain of trust spans continents
• Lack of reliable resource data



Which Leads To …



No Day Without an Incident

8
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The Threats: What’s Happening?

9

Event Explanation Repercussions Solution

Prefix/Route 
Hijacking

A network operator or attacker 
impersonates another network operator, 
pretending that a server or network is 
their client. 

Packets are forwarded to the 
wrong place, and can cause 
Denial of Service (DoS) attacks 
or traffic interception.

Stronger filtering 
policies 

Route Leak A network operator with multiple 
upstream providers (often due to 
accidental misconfiguration) announces 
to one upstream provider that is has a 
route to a destination through the other 
upstream provider. 

Can be used for traffic 
inspection and reconnaissance.

Stronger filtering 
policies 

IP Address 
Spoofing

Someone creates IP packets with a false 
source IP address to hide the identity of 
the sender or to impersonate another 
computing system.

The root cause of reflection 
DDoS attacks

Source address 
validation



Prefix/Route Hijacking

10

Route hijacking, also known as “BGP hijacking” when a 
network operator or attacker (accidentally or deliberately) 
impersonates another network operator or pretending that 
a server or network is their client. This routes traffic to a 
network operator, when another real route is available.

Example: The 2008 YouTube hijack; an attempt to block 
YouTube through route hijacking led to much of the traffic 
to YouTube being dropped around the world.

Fix: Strong filtering policies (adjacent networks should 
strengthen their filtering policies to avoid accepting false 
announcements).



Route Leak

11

A route leak is a problem where a network operator with 
multiple upstream providers accidentally announces to one 
of its upstream providers that is has a route to a destination 
through the other upstream provider. This makes the 
network an intermediary network between the two upstream 
providers. With one sending traffic now through it to get to 
the other.

Example: 2015, Malaysia Telecom and Level 3, a major 
backbone provider. Malaysia Telecom told one of Level 3’s 
networks that it was capable of delivering traffic to 
anywhere on the Internet. Once Level 3 decided the route 
through Malaysia Telecom looked like the best option, it 
diverted a huge amount of traffic to Malaysia Telecom.

Fix: Strong filtering policies (adjacent 
networks should strengthen their filtering 
policies to avoid accepting 
announcements that don’t make sense).



IP Address Spoofing

12

IP address spoofing is used to hide the true identity of 
the server or to impersonate another server. This 
technique can be used to amplify an attack.

Example: DNS amplification attack. By sending 
multiple spoofed requests to different DNS resolvers, 
an attacker can prompt many responses from the DNS 
resolver to be sent to a target, while only using one 
system to attack.

Fix: Source address validation: systems for source 
address validation can help tell if the end users and 
customer networks have correct source IP addresses 
(combined with filtering).



Tools to Help

13

• Prefix and AS-PATH filtering

• RPKI validator, IRR toolset, IRRPT, 

BGPQ3

• BGPSEC is standardized 

But…

• Not enough deployment 

• Lack of reliable data

We need a standard approach to 

improving routing security.



Collaboration and Consensus

14

Your security is in someone else’s hands. The actions of others directly 
impact you and your network security (and vice versa). 

Why should they help you? You can start by helping them.

Where is the line between good and bad routing security? 

We need globally recognized security expectations for all network 
operators to raise the bar on routing security. 



We Are In This Together

15

Network operators have a 
responsibility to ensure a globally 
robust and secure routing 
infrastructure.

Your network’s safety depends on a routing 
infrastructure that weeds out bad actors and 
accidental misconfigurations that wreak 
havoc on the Internet.

The more network operators work together, 
the fewer incidents there will be, and the less 
damage they can do.



16

The Solution: Mutually Agreed Norms 
for Routing Security (MANRS) 
Provides crucial fixes to eliminate the most common routing threats



MANRS improves the security and reliability of the 
global Internet routing system, based on 

collaboration among participants and shared 
responsibility for the Internet infrastructure. 

17



18

Mutually Agreed Norms for Routing Security

MANRS defines four simple but concrete actions that network operators must 
implement to dramatically improve Internet security and reliability.
• The first two operational improvements eliminate the root causes of common routing issues 

and attacks, while the second two procedural steps improve mitigation and decrease the 
likelihood of future incidents.



Coordination
Facilitate global 

operational 
communication and 

coordination between 
network operators

Maintain globally 
accessible up-to-date 
contact information in 

common routing databases

Anti-spoofing
Prevent traffic with 
spoofed source IP 

addresses

Enable source address 
validation for at least 
single-homed stub 

customer networks, their 
own end-users, and 

infrastructure

MANRS Actions

Filtering
Prevent propagation of 

incorrect routing 
information

Ensure the correctness of 
your own announcements 
and announcements from 

your customers to adjacent 
networks with prefix and 

AS-path granularity

Global 
Validation

Facilitate validation of 
routing information on a 

global scale

Publish your data, so 
others can validate

19



Benefits of Improved Routing Security

20

Signals an organization’s security-forward posture and can eliminate SLA 
violations that reduce profitability or cost customer relationships.

Heads off routing incidents, helping networks readily identify and address 
problems with customers or peers.

Improves a network’s operational efficiency by establishing better and cleaner 
peering communication pathways, while also providing granular insight for 
troubleshooting.

Implementing best practices alleviates many routing concerns of security-
focused enterprises and other customers.



Everyone Benefits

21

Joining MANRS means joining a community of security-minded network 
operators committed to making the global routing infrastructure more robust and 
secure. 

Consistent MANRS adoption yields steady improvement, but we need more 
networks to implement the actions and more customers to demand routing 
security best practices.

The more network operators apply MANRS actions, the fewer incidents there will 
be, and the less damage they can do.



MANRS is an 
Important Step

22

Security is a process, not a state. MANRS 
provides a structure and a consistent 
approach to solving security issues facing 
the Internet.

MANRS is the minimum an operator should 
consider, with low risk and cost-effective 
actions. 

MANRS is not a one-stop solution to all of 
the Internet’s routing woes, but it is an 
important step toward a globally robust and 
secure routing infrastructure.



Why join MANRS?
Improve your security posture and reduce the 
number and impact of routing incidents 

Join a community of security-minded operators 
working together to make the Internet better

Use MANRS as a competitive differentiator 
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Join Us

24

Visit https://www.manrs.org

• Fill out the sign up form with as much detail 
as possible.

• We may ask questions and run tests

Get Involved in the Community

• Members support the initiative and 
implement the actions in their own networks

• Members maintain and improve the 
document and promote MANRS objectives

https://www.manrs.org/


MANRS 
Implementation Guide

25

If you’re not ready to join yet, 
implementation guidance is available 
to help you.

• Based on Best Current Operational 
Practices deployed by network operators 
around the world

• https://www.manrs.org/bcop/

http://www.routingmanifesto.org/bcop/


MANRS Training Modules

26

6 training modules based on information 
in the Implementation Guide.

Walks through the tutorial with a test at 
the end of each module.

Working with and looking for partners 
that are interested in integrating it in 
their curricula.

https://www.manrs.org/tutorials

https://www.manrs.org/tutorials


What’s Next: MANRS IXP Partnership Programme

27

There is synergy between MANRS and IXPs

• IXPs form a community with a common operational objective

• MANRS is a reference point with a global presence – useful for building a “safe 
neighborhood” 

How can IXPs contribute?

• Technical measures: Route Server with validation, alerting on unwanted traffic, providing 
debugging and monitoring tools

• Social measures: MANRS ambassadors, local audit as part of the on-boarding process

• A development team is working on a set of useful actions



LEARN MORE:
https://www.manrs.org
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Thank you.

manrs.org

Thank you.

manrs.org

Michuki Mwangi

Mwangi@isoc.org



By
Marcus K. G. Adomey

Incident Response at Internet Scale



OVERVIEW

 Incident Responses

 Actions

 Core Values



Incident Response



Type of Issues

 DOS

 Phishing

 Intrusion attempts

 Net Scanning

 Website Intrusion & Malware Propagation

Type of incidents 



Statistics of Reported Incident 

 2014 - 17073

 2015 - 7399

 2016 - 8072

 2017 - 7780

 2018 - 2396 (Jan to April)

Type of incidents 



We have noticed 

 Non- usage of good cyber hygiene practices

 Default passwords

 Unpatched equipment

 Bad configuration

 Unsecure products

 Most of the time we are the one notifying that something is going on

Type of incidents 



 Capacity building for incident management skills at all level 

 Capacity building for Policy Makers

 More coordinated approach with stakeholders involved in Internet Health

 Recognitions inspired by the way vendors recognized Security researchers

 Development of incentives to motivate good cyber fitness

Actions



Core Values



Core Values
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